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Evidence-based practice has been the subject of a new wave of criticism in the last few years. One of the criticisms, for example, is that it reduces the complexity of clinical practice to rule-based practice. But the original aim of evidence-based practice was much more modest – simply a hope that people would think about how they were thinking when it came to making healthcare decisions.

This intention remains. And more so than ever, both clinicians and their patients are encouraged to reflect on their thinking about health decisions – and, for example, consider what benefits and harms one proposed clinical management option has over an alternative. In evidence-based practice, there has been increasing interest in and efforts to incorporate patients’ values and circumstances into the decision-making process. This, of course, cannot be ‘rule-based’; this new edition clearly incorporates this message throughout, highlighting that the evidence always needs to be interpreted in context.

Evidence-based decision making remains relevant and common to all health professions and provides an ideal platform for interdisciplinary work. Different professions bring different perspectives to bear on the evidence, on relating the evidence to the individual, and on helping the individual reflect on their values as they consider the evidence for the options presented to them. This book provides examples of the use of evidence from a wide range of professions. The importance of this lies in making the practice of evidence-based practice clearly relevant to and achievable by all health professionals, whatever their unique role is in providing health care.

The editors have once again superbly cleared away the mystique of the term ‘evidence-based practice’ and made the concepts and processes clear and accessible. Throughout this book, the focus is on what it is that clinicians and patients really need to know to make evidence-informed decisions. Evidence-Based Practice across the Health Professions should help us all to incorporate the best available evidence into clinical and health service decisions.
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Evidence-based practice, like the evidence itself, evolves with time. This led to the need to update the content and produce a third edition of this book so that it remains a contemporary guide to modern evidence-based practice.

Each time that we prepare a new edition, it is a great opportunity to incorporate the key developments in the field that have occurred in the few short years between editions. As evidence-based practice celebrates its 25-year anniversary, many changes have occurred over that time. In the first edition of this book, we very deliberately included a chapter about communicating evidence to and sharing decisions with patients. We did this because we passionately believe that this is a crucial step of evidence-based practice. At the time, it was quite unheard of for this topic to feature as part of a book about evidence-based practice. Gratifyingly, since we prepared the first edition, there has been increasing recognition and acceptance of the need to discuss evidence with patients, consider patient values, and collaborate with them during decision making as part of evidence-based practice.

That is just one example of how the field of evidence-based practice has matured. Certainly, many challenges to further improve evidence-based practice remain, but there are numerous talented, innovative and dedicated academics around the world who are actively working on ways to improve the very important contribution that evidence-based practice makes to health care. Many of the contributors to this edition are international and national leaders of evidence-based practice in their disciplines. We are indebted to them for their contributions to this book and for helping us to produce a truly inter-disciplinary book with 15 disciplines represented.

We hope that this book, and the accompanying learner and instructor resources, help you to better ponder what clinical questions to ask, to know ways to efficiently find research that answers those questions, to know how to decide whether the results of research are believable, important and applicable, and to use good evidence with patients to provide health care as responsibly, effectively and collaboratively as possible.

Tammy Hoffmann
Sally Bennett
Chris Del Mar

July 2017
LEARNING OBJECTIVES

After reading this chapter, you should be able to:

- Understand more about study designs appropriate for answering questions about effects of interventions
- Generate a structured clinical question about an intervention for a clinical scenario
- Appraise the validity of randomised controlled trials
- Understand how to interpret the results from randomised controlled trials and calculate additional results (such as confidence intervals) where possible
- Describe how evidence about the effects of intervention can be used to inform practice
This chapter focuses on research that can inform us about the effects of interventions. Let us first consider a clinical scenario that will be useful for illustrating the concepts that are the focus of this chapter.

**CLINICAL SCENARIO**

You are working in a community health centre. During a regular team meeting, the general practitioner notes that there are a few people diagnosed with heart failure who are having difficulty with depression. The general practitioner has started them on anti-depressants but believes that psychological support such as cognitive behaviour therapy (CBT) may be effective. She suggests that those involved in providing psychosocial care for these people form a small group to look at the research regarding CBT for people with heart failure who also have depression. In your experience of working with people who have depression and heart failure, you are aware that many of them also have problems with anxiety. You are therefore particularly interested in finding evidence about the effectiveness of CBT programs that have looked at improving participants’ anxiety as well as depression.

This clinical scenario raises several questions about the interventions that might be effective for reducing anxiety and depression among people with heart failure. Is cognitive behaviour therapy alone effective in reducing anxiety and depression in people with heart failure? Does CBT in addition to anti-depressants have a beneficial effect over and above the use of anti-depressants alone? If it is effective, how long does the effect last? Is CBT cost-effective for reducing anxiety and depression for people with heart failure?

As we saw in Chapter 1, clinical decisions are made by integrating information from the best available research evidence with information from our patients, the practice context and our clinical experience. Given that one of the most common information needs in clinical practice relates to questions about the effects of interventions, this chapter will begin by reviewing the role of the study design that is used to test intervention effects before explaining the process of finding and appraising research evidence about the effects of interventions.

**STUDY DESIGNS THAT CAN BE USED FOR ANSWERING QUESTIONS ABOUT THE EFFECTS OF INTERVENTIONS**

There are many different study designs that can provide information about the effects of interventions. Some are more convincing than others in terms of the degree of bias that might be in play given the methods used in the study. From Chapter 2, you will recall that bias is any systematic error in collecting and interpreting data. In Chapter 2, we also introduced the concept of hierarchies of evidence. The higher up the hierarchy that a study design is positioned, in the ideal world, the more likely it is that the study design can minimise the impact of bias on the results of the study. That is why randomised controlled trials (sitting second from the top of the hierarchy of evidence for questions about the effects of interventions) are so commonly recommended as the study design that best controls for bias when testing the effectiveness of interventions. Systematic reviews of randomised controlled trials are located above them (at the top of the hierarchy), because they can combine the results of multiple randomised controlled trials. Combining multiple trials can potentially provide an even clearer picture about the effectiveness of interventions provided they are undertaken rigorously. Systematic reviews are explained in more detail in Chapter 12.

One of the best methods for limiting bias in studies that test the effects of interventions is to have a control group. A control group is a group of participants in the study who should be
as similar in as many ways as possible to the intervention group except that they do not receive
the intervention being studied. Let us first have a look at studies that do not use control groups
and identify some of the problems that can occur.

**Studies that do not use control groups**

*Uncontrolled studies* are studies where the researchers describe what happens when participants
are provided with an intervention, but the intervention is not compared with other interventions.
Examples of uncontrolled study designs are case reports, case series, and before and after studies.
These study designs were explained in Chapter 2. The big problem with uncontrolled studies is
that when participants are given an intervention and simply followed for a period of time with
no comparison against another group, it is impossible to tell how much (if any) of the observed
change is due to the effect of the intervention itself or is due to some other factor or explanation.
There are some alternative explanations for effects seen in uncontrolled studies, and these need
to be kept in mind if you use this type of study to guide your clinical decision making. Some of
the forms of bias that commonly occur in uncontrolled studies are described below.

- **Volunteer bias.** People who volunteer to participate in a study are usually systematically
different from those who do not volunteer. They tend to be more motivated and concerned
about their health. If this is not controlled for, it is possible that the results can make the
intervention appear more favourable (that is, more effective) than it really is. This type of bias
can be controlled for by randomly allocating participants, as we shall see later in this chapter.

- **Maturation.** A participant may change between the time of pre-test (that is, before the
intervention is given) and post-test (after the intervention has finished) as a result of
maturation. For example, consider that you wanted to measure the improvement in fine
motor skills that children in grade 2 of school experienced as a result of a fine-motor-
skill intervention program. If you test them again in grade 3, you will not know if the
improvements that occurred in fine motor skills happened because of natural development
(maturation) or because of the intervention.

- **Natural progression.** Many diseases and health conditions will naturally improve over
time. Improvements that occur in participants may or may not be due to the intervention
that was being studied. The participants may have improved on their own with time, not
because of the intervention.

- **Regression to the mean.** This is a statistical trend that occurs in repeated non-random
experiments, where participants’ results tend to move progressively towards the mean
of the behaviour/outcome that is being measured. This is due not to maturation or
improvement over time, but to the statistical likelihood of someone with high scores not
doing as well when a test is repeated or of someone with low scores being statistically
likely to do better when the test is repeated. Suppose, for example, that you used a
behavioural test to assess 200 children who had attention deficit hyperactivity disorder
and scored their risk of having poor academic outcomes, and that you then provided
the 30 children who had the poorest scores with an intensive behavioural regimen and
medication. Even if the interventions were not effective, you would still expect to observe
some improvement in the children’s scores on the behavioural test when it is next given,
due to regression to the mean. When outliers are repeatedly measured, subsequent values
are less likely to be outliers (that is, they are expected to be closer to the mean value of
the whole group). This always happens, and health professionals who do not expect this to
occur often attribute any improvement that is observed to the intervention. The best way
to deal with the problem of regression to the mean is to randomly allocate participants
to either an experimental group or a control group. The regression to the mean effect can only be accounted for by using a control group (which will have the same regression to the mean if the randomisation succeeded and the two groups are similar). How to determine this is explained later in this chapter.

- **Placebo effect.** This is a well-known type of bias where an improvement in the participants’ condition occurs because they expect or believe that the intervention they are receiving will cause an improvement (even though, in reality, the intervention may not be effective at all).

- **Hawthorne effect.** This is a type of bias that can occur when participants experience improvements not because of the intervention that is being studied, but because of the attention that participants are receiving from being a part of the research process.

- **Rosenthal effect.** This occurs when participants perform better because they are expected to and, in a sense, this expectation has a similar sort of effect as a self-fulfilling prophecy.

**Controlled studies**

It should now be clear that the best way to limit the influence of bias and extraneous factors on the results of a study is to have a control group that can be compared with the intervention group in the study. However, it is not as simple as just having a control group as part of the study. The way in which the control group is created can make an enormous difference to how well the study design actually controls for bias.

**Non-randomised controlled studies**

You will recall from the hierarchy of evidence about the effects of interventions (in Chapter 2) that case-control and cohort studies are located above uncontrolled study designs. This is because they make use of control groups. Cohort studies follow a cohort that has been exposed to a situation or intervention and have a comparison group of people who have not been exposed to the situation of interest (for example, they have not received any intervention). However, because cohort studies are observational studies, the allocation of participants to the intervention and control groups is not under the control of the researcher. It is not possible to tell whether the participants in the intervention and the control groups are similar in terms of all the important factors and, therefore, it is unclear to what extent the exposure (that is, the intervention) might be the reason for the outcome rather than some other factor.

We saw in Chapter 2 that a case-control study is one in which participants with a given disease (or health condition) in a given population (or a representative sample) are identified and are compared with a control group of participants who do not have that disease (or health condition). When a case-control study has been used to answer a question about the effect of an intervention, the ‘cases’ are participants who have been exposed to an intervention and the ‘controls’ are participants who have not. As with cohort studies, because this is an observational study design, the researcher cannot control the assembly of the groups under study (that is, which participants go into which group). Although the controls that are assembled may be similar in many ways to the ‘cases’, it is unlikely that they will be similar with respect to both known and unknown confounders. Chapter 2 explained that confounders are factors that can become confused with the factor of interest (in this case, the intervention that is being studied) and obscure the true results.

In a non-randomised experimental study, the researchers can control the assembly of both experimental and control groups, but the groups are not assembled using random allocation. In non-randomised studies, participants may choose which group they want to be in, or they may
be assigned to a group by the researchers. For example, in a non-randomised experimental study that is evaluating the effectiveness of a particular public health intervention (such as an intervention that encourages walking to work) in a community setting, a researcher may assign one town to the experimental condition and another town to the control condition. The difficulty with this approach is that the people in these towns may be systematically different from each other and so confounding factors, rather than the intervention that is being trialled, may be the reason for any difference that is found between the groups at the end of the study.

So, not only are control groups essential, but in order to make valid comparisons between groups they must also be as similar as possible at the beginning of a study. This is so that we can say, with some certainty, that any differences found between groups at the end of the study are likely to be due to the factor under study (that is, the intervention) rather than because of bias or confounding. To maximise the similarity between groups at the start of a study, researchers need to control for both known and unknown variables that might influence the results. The best way to achieve this is through randomisation. Non-randomised studies are inherently biased in favour of the intervention that is being studied, which can lead researchers to reach the wrong conclusion about the effectiveness of the intervention.²

**Randomised controlled trials**

The key feature of randomised controlled trials is that the participants are randomly allocated to either an intervention (experimental) group or a control group. The outcome of interest is measured in participants in both groups before (known as pre-test) and again after (known as post-test) the intervention has been provided. Therefore, any changes that appear in the intervention group pre-test to post-test, but not in the control group, can reasonably be attributed to the intervention. Figure 4.1 shows the basic design of a randomised controlled trial.

You may notice that we keep referring to how randomised controlled trials can be used to evaluate the effectiveness of an intervention. It is worth noting that they can also be used to evaluate the efficacy of an intervention. **Efficacy** refers to interventions that are tested in ideal circumstances, such as where intervention protocols are very carefully supervised and participant selection is very particular. **Effectiveness** is an evaluation of an intervention in circumstances that are more like real life, such as where there is a broader range of participants included and a typical clinical level of intervention protocol supervision. In this sense, effectiveness trials are more pragmatic in nature (that is, they are accommodating of typical practices) than are efficacy trials.

---

**Figure 4.1**
Basic design of a randomised controlled trial
There are a number of variations on the basic randomised controlled trial design that partly depend on the type or combination of control groups used. There are many variations on what the participants in a control group in a randomised controlled trial actually receive. For example, participants may receive no intervention of any kind (a ‘no intervention’ control), or they may receive a placebo, some form of social control or a comparison intervention. In some randomised controlled trials, there are more than two groups. For example, in one study there might be two intervention groups and one control group; or, in another study, there might be an intervention group, a placebo group and a ‘no intervention’ group. Randomised crossover studies are a type of randomised controlled trial in which all participants take part in both intervention and control groups, but in random order. For example, in a randomised crossover trial of transdermal fentanyl (a pain medication) and sustained-release oral morphine (another pain medication) for treating chronic non-cancer pain, participants were assigned to one of two intervention groups. One group was randomised to four weeks of treatment with sustained-release oral morphine, followed by transdermal fentanyl for four weeks. The second group received the same treatments but in reverse order. A difficulty with crossover trials is that there needs to be a credible wash-out period. That is, the effects of the intervention provided in the first phase must no longer be evident prior to commencing the second phase. In the example we used here, the effect of oral morphine must be cleared prior to the fentanyl being provided.

As we have seen, the advantage of a randomised controlled trial is that any differences found between groups at the end of the study are likely to be due to the intervention rather than to extraneous factors. But the extent to which these differences can be attributed to the intervention is also dependent on some of the specific design features that were used in the trial, and these deserve close attention. The rest of this chapter will look at randomised controlled trials in more depth within the context of the clinical scenario that was presented at the beginning of this chapter. In this scenario, you are a health professional who is working in a small group at a community health centre and you are looking for research regarding the effectiveness of CBT for people with heart failure who also have anxiety and depression. To locate relevant research, you start by focusing on what it is that you specifically want to know about.

**HOW TO STRUCTURE A QUESTION ABOUT THE EFFECT OF AN INTERVENTION**

In Chapter 2, you learnt how to structure clinical questions using the PICO format: Patient/Problem/Population, Intervention/Issue, Comparison (if relevant) and Outcomes.

In our depression and anxiety in heart failure clinical scenario, the population that we are interested in is people who have been diagnosed with heart failure and also have anxiety and depression. We know from our clinical experience and the literature that this sub-group of people with heart failure are at risk of poorer health outcomes.

The intervention that we think could make a difference is cognitive behaviour therapy. This is because you know that CBT has been shown to be effective with people with major depressive disorders, but who do not have heart failure. Are we interested in a comparison intervention? While we could compare the effectiveness of one type of intervention with another, for this scenario it is probably more useful to start by first thinking about whether the intervention is effective over and above usual care. To do this, we would need to compare the intervention to either a placebo (a concept we will discuss later) or to usual care.

There are a number of outcomes that we could consider important for people with heart failure who have depression and anxiety. The most obvious outcome of interest is a reduction in anxiety and depressive symptoms. However, we could also look for interventions that consider objective outcomes such as re-hospitalisation and even mortality. Another outcome (of a more subjective nature) that is likely to be important to people with heart failure is quality of life.
EVIDENCE-BASED PRACTICE ACROSS THE HEALTH PROFESSIONS

CLINICAL SCENARIO (CONTINUED)

THE QUESTION

While there are a number of questions about interventions that can be drawn from the scenario presented at the beginning of this chapter, you decide to form the following clinical question:

In people with heart failure who also have depression and anxiety, is CBT effective in reducing depression and anxiety compared with usual care?

HOW TO FIND EVIDENCE TO ANSWER QUESTIONS ABOUT THE EFFECTS OF AN INTERVENTION

Our clinical scenario question is one about the effectiveness of an intervention for reducing anxiety and depression. You can use the hierarchy of evidence for this type of question as your guide in deciding which type of study you are looking for and where to start searching. In this case, you are looking for a systematic review of randomised controlled trials. If there is no relevant systematic review, you should next look for a randomised controlled trial. If no relevant randomised trials are available, you would then need to look for the next best available type of research, as indicated by the hierarchy of evidence for this question type shown in Chapter 2.

As we saw in Chapter 3, the best source of systematic reviews of randomised controlled trials is the Cochrane Database of Systematic Reviews, so this would be the logical place to start searching. The Cochrane Library also contains the Cochrane Central Register of Controlled Trials, which includes a large collection of citations of randomised trials.

Once you have found a research article that you are interested in, it is important to critically appraise it. That is, you need to examine the research closely to determine whether and how it might inform your clinical practice. As we saw in Chapter 1, when critically appraising research, there are three main aspects to consider: (1) its internal validity (in particular, the risk of bias); (2) its impact (the size and importance of any effect found); and (3) whether or how the evidence might be applicable to your patient or clinical practice.

CLINICAL SCENARIO (CONTINUED)

FINDING EVIDENCE TO ANSWER YOUR QUESTION

You search the Cochrane Database of Systematic Reviews, and find no reviews concerning cognitive behaviour therapy for anxiety and depression in people with heart failure. A search of PubMed found a number of reviews about the treatment of depression in people with heart failure, although they did not include methods important to systematic reviews such as appraisal of the risk of bias in individual studies, or did not focus on cognitive behaviour therapy or on heart failure.

You therefore decide to look for randomised controlled trials in PubMed—Clinical Queries using the search string: depression AND heart failure AND cognitive behaviour therapy (using PubMed—Clinical Queries’ narrow scope function). Your search finds three relevant randomised controlled trials and you choose the one that most closely matches your PICO. It is a randomised controlled trial that has investigated the effectiveness of CBT for depression and self-care in people with heart failure. You obtain the full text of the article in order to critically appraise it, to determine whether the trial also measured anxiety as an outcome, and if it did, to specifically examine the results of the trial and determine whether the findings may be applicable to your clinical scenario.
In this chapter, we will discuss six criteria that are commonly used for appraising the potential risk of bias in a randomised controlled trial. These six criteria are summarised in Box 4.1 (on the following page) and can be found in the *Users’ guides to the medical literature* and in many appraisal checklists such as the Critical Appraisal Skills Program (CASP) checklist and the PEDro scale. A number of studies have demonstrated that estimates of treatment effects may be distorted in trials that do not adequately address these issues. As you work through each of these criteria when appraising an article, it is important to consider the direction of the bias (that is, is it in favour of the intervention or the control group?) as well as its magnitude. As we pointed out in...
Chapter 1, all research has flaws. However, we do not just want to know what the flaws might be, but whether and how they might influence the results of a study.

**Was the assignment of participants to groups randomised?**

Randomised controlled trials, by definition, randomise participants to either the experimental or the control condition. The basic principle of randomisation is that each participant has an equal chance of being assigned to any group, such that any difference between the groups at the beginning of the trial can be assumed to be due to chance. The main benefit of randomisation is related to the idea that, this way, both known and unknown participant characteristics should be evenly distributed between the intervention and control groups. Therefore, any differences between groups that are found at the end of the study are likely to be because of the intervention.\(^{10}\)

Random allocation is best done using a random numbers table, which can be computer-generated. Sometimes it is done by tossing a coin or ‘pulling a number out of a hat’. Additionally, there are different randomisation designs that can be used, and you should be aware of them. Researchers may choose to use some form of restriction, such as blocking or stratification, when allocating participants to groups in order to create a greater balance between the groups at baseline in known characteristics.\(^{11}\) The different randomisation designs are summarised below.

- **Simple randomisation:** involves randomisation of individuals to the experimental or the control condition.
- **Cluster randomisation:** involves random allocation of intact clusters of individuals, rather than individuals (for example, randomisation of schools, towns, clinics or general practices).
- **Stratified randomisation:** in this design, participants are matched and randomly allocated to groups. This method ensures that potentially confounding factors such as age, gender or disease severity are balanced between groups. For example, in a trial that involves people who have had a stroke, participants might be stratified according to their initial stroke severity as belonging to a ‘mild’, ‘moderate’ or ‘severe’ stratum. This way, when randomisation to study groups occurs, researchers can ensure that, within each stratum, there are equal numbers of participants in the intervention and control groups.
- **Block randomisation:** in this design, participants who are similar are grouped into ‘blocks’ and are then assigned to the experimental or control conditions within each block. Block randomisation often uses stratification. An example of block randomisation can be seen in a randomised controlled study of a community-based parenting education intervention.
program designed to increase the use of preventive paediatric healthcare services among low-income, minority mothers.12 Mother–infant dyads \((n = 286)\) who were recruited from four different sites in Washington, DC were assigned to either the standard social services (control) group or the intervention group. To ensure that there were comparable numbers within each group across the four sites, site-specific block randomisation was used. By using block randomisation, selection bias due to demographic differences across the four sites was avoided.

CLINICAL SCENARIO (CONTINUED)

WAS THE ASSIGNMENT OF PARTICIPANTS TO GROUPS RANDOMISED?

In the CBT trial for depression in heart failure, it is explicitly stated that participants were randomised and that the randomisation was carried out using permuted blocks of 2, 4 or 6 pairs stratified by anti-depressant use at baseline.

Was the allocation sequence concealed?

As we have seen, the major benefit of a randomised controlled trial over other study designs is the fact that participants are randomly allocated to the study groups. However, the benefits of randomisation can be undone if the allocation sequence is manipulated or interfered with in any way. As strange as this might seem, a health professional who wants their patient to receive the intervention being evaluated may swap their patient’s group assignment so that their patient receives the intervention being studied. Similarly, if the person who recruits participants to a study knows which condition the participants are to be assigned to, this could influence their decision about whether or not to enrol them in the study. This is why assigning participants to study groups using alternation methods, such as every second person who comes into the clinic, or methods such as date of birth is problematic because the randomisation sequence is known to the people involved.10

Knowledge about which group a participant will be allocated to if they are recruited into a study can lead to the selective assignment of participants, and thus introduce bias into the trial. This knowledge can result in manipulation of either the sequence of groups that participants are to be allocated to or the sequence of participants to be enrolled. Either way, this is a problem. The problem can be dealt with by concealing the allocation sequence from the people who are responsible for enrolling patients into a trial, or from those who assign participants to groups, until the moment of assignment.13 Allocation can be concealed by having the randomisation sequence administered by someone who is ‘off-site’ or at a location away from where people are being enrolled into the study. Another way to conceal allocation is by having the group allocation placed in sealed, opaque envelopes. Opaque envelopes are used so that the group allocation cannot be seen if the envelope is held up to the light! The envelope is not to be opened until the patient has been enrolled into the trial (and is therefore now a participant in the study).

Hopefully, the article that you are appraising will clearly state that allocation was concealed, or that it was done by an independent or off-site person, or that sealed opaque envelopes were used. Unfortunately, though, many studies do not give any indication about whether allocation was concealed,14,15 so you are often left wondering about this, which is frustrating when you are trying to appraise a study. It is possible that some of these studies did use concealed allocation, but you cannot tell this from reading the article.
Were the groups similar at the baseline or start of the trial?

One of the principal aims of randomisation is to ensure that the groups are similar at the start of the trial in all respects, except for whether or not they received the experimental condition (that is, the intervention of interest). However, the use of randomisation does not guarantee that the groups will have similar known baseline characteristics. This is particularly the case if there is a small sample size. Authors of a research article will usually provide data in the article about the baseline characteristics of both groups. This allows readers to make up their own minds as to whether the balance between important prognostic factors (variables that have the potential for influencing outcomes) is sufficient at the start of the trial. Consider, for example, a study about the effectiveness of acupuncture for reducing pain from migraines compared with sham acupuncture. If the participants who were allocated to the acupuncture group had less severe or less chronic pain at the start of the study than the participants who were allocated to the sham acupuncture group, any differences in pain levels that were seen at the end of the study might be the result of that initial difference and not of the acupuncture that was provided.

Differences between the groups that are present at baseline after randomisation have occurred due to chance. Therefore, it is not appropriate to use p values to assess whether these differences are statistically significant. That is, rather than using the p value that is often reported in studies, it is important to examine these differences by comparing means or proportions visually. The extent to which you might be concerned about a baseline difference between the groups depends on how large a difference it is and whether it is a key prognostic variable, both of which require some clinical judgment. The stronger the relationship between the characteristic and the outcome of interest, the more the differences between groups will weaken the strength of any inference about efficacy. For example, consider a study that is investigating the effectiveness of group therapy in improving communication for people who have chronic aphasia following stroke compared with usual care. Typically, such a study would measure and report a wide range of variables at baseline (that is, prior to the intervention), such as participants’ age, gender, education level, place of residence, time since stroke, severity of aphasia, side of stroke, and so on. Some of these variables are more likely to influence communication outcomes than others. The key question to consider is: are any differences in key prognostic variables between the groups large enough that they may have influenced the outcome(s)? Hopefully, if differences are evident the researchers will have corrected for this in the data analysis process.

As a reader (and critical appraiser) of research articles, it is important that you are able to see data for key characteristics that may be of prognostic value in both groups. Many articles will present such data in a table, with the data for the intervention group presented in one column and the data for the control group in another. This enables you to easily compare how similar the groups are for these variables. As well as presenting baseline data about key socio-demographic characteristics (for example, age and gender), articles should also report data about important measures of the severity of the condition (if that is relevant to the study—most times it is) so
that you can see whether the groups were also similar in this respect. For example, in a study that involves participants who have had a stroke, the article may present data about the initial stroke severity of participants, as this variable has the potential to influence how participants respond to an intervention. In most cases, socio-demographic variables alone are not sufficient to determine baseline similarity.

One other area of baseline data that articles should report is the key outcome(s) of the study (that is, the pre-test measurement(s)). To illustrate why this is important, let us consider the example presented earlier of people receiving group communication treatment for aphasia. Although such an article would typically provide information about socio-demographic variables and clinical variables (such as severity of aphasia, type of stroke and side of stroke), having information about participants’ initial (that is, pre-test) scores on the communication outcome measure that the study used would be helpful for considering baseline similarity. This is because, logically, participants’ pre-test scores on a communication measure are likely to be a key prognostic factor for the main outcome of the study, which is communication ability.

When appraising an article, if you do conclude that there are baseline differences between the groups that are likely to be big enough to be of concern, hopefully the researchers will have statistically adjusted for these in the analysis. If they have not, you will need to try to take this into account when interpreting the study.

**CLINICAL SCENARIO (CONTINUED)**

**BASELINE SIMILARITY**

In the CBT trial for depression in heart failure the baseline characteristics shown in Tables 1 and 2 of the article are similar between the study groups (except for a slight difference between groups in racial status) and include most of the likely confounders. Notably, both groups had the same number of participants taking anti-depressants. The baseline scores of the outcome measures were also similar between the two groups. For example, the CBT group had a baseline BDI-II score of 30.7 and the usual care group a BDI-II score of 29.6 (from a possible score range of 0–63).

**Were participants, health professionals and study personnel ‘blind’ to group allocation?**

People involved with a trial, whether they be the participants, the treating health professionals or the study personnel, usually have a belief or expectation about what effect the experimental condition will or will not have. This conscious or unconscious expectation can influence their behaviour, which in turn can affect the results of the study. This is particularly problematic if they know which condition (experimental or control) the participant is receiving. Blinding (also known as ‘masking’) is a technique that is used to prevent participants, health professionals and study personnel from knowing which group the participant was assigned to so that they will not be influenced by that knowledge.

In many studies, it is difficult to achieve blinding. Blinding means more than just keeping the name of the intervention hidden; the experimental and control conditions need to be indistinguishable. This is because even if they are not informed about the nature of the experimental or control conditions (which, for ethical reasons, they usually are) when they sign informed consent forms, participants can often work out which group they are in. Whereas pharmaceutical trials can use placebo medication to prevent participants and health professionals from knowing who
has received the active intervention, blinding of participants and the health professionals who are providing the intervention is very difficult (and often impossible) in many non-pharmaceutical trials. We will now look a little more closely at why it is important to blind participants, health professionals and study personnel to group allocation.

A participant’s knowledge of their treatment status (that is, if they know whether or not they are receiving the intervention that is being evaluated) may consciously or unconsciously influence their performance during the intervention or their reporting of outcomes. For example, if a participant was keen to receive the intervention that was being studied and they were instead randomised to the control group, they may be disappointed and their feelings about this might be reflected in their outcome assessments, particularly if the outcomes being measured are subjective in nature (for example, pain, quality of life or satisfaction). Conversely, if a participant knows or suspects that they are in the intervention group, they may be more positive about their outcomes (such as exaggerating the level of improvement that they have experienced) when they report them, as they wish to be a ‘polite patient’ and are grateful for receiving the intervention.17

The health professionals who provide the intervention often have a view about the effectiveness of interventions, and this can influence the way they interact with the study participants and the way they deliver the intervention. This, in turn, can influence how committed they are to providing the intervention in a reliable and enthusiastic manner, affecting participants’ compliance with the intervention and participants’ responses on outcome measures. For example, if a health professional believes strongly in the value of the intervention that is being studied, they may be very enthusiastic and diligent in their delivery of the intervention, which may in turn influence how participants respond to it. It is easy to see how a health professional’s enthusiasm (or lack of) could influence outcomes. Obviously, some interventions (such as medications) are not able to be influenced easily by the way in which they are provided, but for many other interventions (such as rehabilitation techniques provided by therapists) this can be an issue.

Study personnel who are responsible for measuring outcomes (the assessors) and who are aware of whether the participant is receiving the experimental or control condition may provide different interpretations of marginal findings or differential encouragement during performance tests, either of which can distort results. For example, if an assessor knows that a participant is in the intervention group, they might be a little more generous when scoring a participant’s performance on a task than they would be if they thought that the participant was in the control group. Studies should aim to use blinded assessors to prevent measurement bias from occurring. This can be done by ensuring that the assessor who measures the outcomes at baseline and at follow-up is unaware of the participant’s group assignment. Sometimes this is referred to as the use of an independent assessor. The more objective the outcome that is being assessed, the less critical this issue becomes.10 However, there are not many truly objective outcome measures, as even measures that appear to be reasonably objective (for example, measuring muscle strength manually or functional ability) have a subjective component and, as such, can be susceptible to measurement bias. Therefore, where it is at all possible, studies should try to ensure that the people who are assessing participants’ outcomes are blinded. Estimates from a systematic review reveal that non-blinded assessors (for subjective measures) exaggerated the pooled effect size by 68%.9 Ideally, studies should also check and report on the success of blinding assessors and, where this information is not provided, you may wish to reasonably speculate about whether or not the outcome assessor was actually blinded as claimed.

However, there is a common situation that occurs, particularly in many trials in which non-pharmaceutical interventions are being tested, that makes assessor blinding not possible to achieve. If the participant is aware of their group assignment, then the assessment cannot be considered to be blinded. For example, consider the outcome measure of pain that is assessed using a visual
analogue scale. The participant has to complete the assessment themselves, due to the subjective nature of the symptom experience. In this situation, the participant is really the assessor and, if the participant is not blind to which study group they are in, then the assessor is also not blind to group allocation. Research articles often state that the outcome assessors were blind to group allocation. Most articles measure more than one outcome, and often a combination of objective and subjective outcome measures is used. So, while this statement may be true for objective outcomes, if the article involved outcomes that were assessed by participant self-report and the participants were not blinded, you cannot consider that these subjective outcomes were measured by a blinded assessor.

**CLINICAL SCENARIO (CONTINUED)**

**BLINDING**

In the CBT trial for depression in heart failure, it was not possible to blind participants to which group (CBT or usual care) they had been allocated to, nor to blind therapists to the group allocation. The primary outcome measure was the BDI-II depression score, and this was measured by participant self-report. As the primary outcome measure was measured by participant self-report and participants were not blinded, technically the measurement of the primary outcome measure was not done by a blinded assessor. However, participant self-report is an appropriate, and widely used and accepted, measure of collecting data about depression and anxiety and there is not really any other feasible method that enables this type of data to be collected in a blinded manner. However, the authors state that the outcome assessors were blinded to group assignments. Blinding is certainly possible to achieve for the objective measurements taken in this trial, such as the 6-minute walk test.

**Were all participants who entered the trial properly accounted for at its conclusion, and how complete was follow-up?**

In randomised trials, it is common to have missing data at follow-up. There are many reasons why data may be missing. For example, some questionnaires may not have been fully completed by participants, some participants may have decided to leave the study, or some participants may have moved house and cannot be located at the time of the follow-up assessment. How much of a problem this is for the study, with respect to the bias that is consequently introduced, depends on how many participants left the study and why.

It is therefore helpful to know whether all the participants who entered the trial were properly accounted for. In other words, we want to know what happened to them. Could the reason that they dropped out of the study have affected the results? This may be the case, for example, if they left the study because the intervention was making them worse or causing adverse side effects. If this was the case, this might make the intervention look more effective than it really was. Did they leave the study simply because they changed jobs and moved away, or was the reason that they dropped out related to the study or to their health? For example, it may not be possible to obtain data from participants at follow-up measurement points because they became unwell, or maybe because they improved and no longer wanted to participate. Hopefully, you can now see why it is important to know why there are missing data for some participants.

The more participants who are ‘lost to follow-up’, the more the trial may be at risk of bias because participants that leave the study are likely to have different prognoses from those who stay. It has been suggested that ‘[r]eaders can decide for themselves when the loss to follow-up is
excessive by assuming, in positive trials [that is, trials that showed that the intervention was effective], that all patients lost from the treatment group did badly, and all lost from the control group did well, and then recalculating the outcomes under these assumptions. If the conclusions of the trial do not change, then the loss to follow-up was not excessive. If the conclusions would change, the strength of inference is weakened (that is, less confidence can be placed in the study results).

When large numbers of participants leave a study, the potential for bias is enhanced. Various authors suggest that if more than 15–20% of participants leave the study (with no data available for them), then the results should be considered with much greater caution. Therefore, you are looking for a study to have a minimum follow-up rate of at least 80–85%. To calculate the loss to follow-up, you divide the number of participants included in the analysis at the time point of interest (such as the 6-month follow-up) by the number of participants who were originally randomised into the study groups. This gives the percentage of participants who were followed up. Some articles will clearly report this, while in others it can be straightforward to find the necessary data that you need to calculate this, particularly if the article has provided a flow diagram (see Figure 4.2). It is highly recommended that trials do this, and this is explained more fully later in the chapter when the recommended reporting of a randomised trial is discussed. In other articles, this information can be obtained from the text, typically in the results section. In some articles, the only place to locate information about the number of participants who remain in the groups at a particular time point is from the column headers in a results table. And finally, in some articles, despite all of your best hunting efforts, there may be no information about the number of participants who were retained in the study. This may mean that there were no participants lost to follow-up (which is highly unlikely, as at least some participants are lost to follow-up in most studies) or the authors of the article did not report the loss of participants that occurred. Either way, as you cannot determine how complete the follow-up was, you should be suspicious of the study and consider the results to be potentially biased.

It is worth noting that where there is loss to follow-up in both the intervention and the control groups and the reasons for these losses are both known and similar between these groups, it is less likely that bias will be problematic. When the reasons why participants leave the study are unknown, or when they are known to be different between the groups and potentially prognostically relevant, you should be more suspicious about the validity of the study. That is why it is important to consider the reasons for loss to follow-up and whether the number of participants lost to follow-up was approximately the same for both of the study groups, as well as the actual percentage of participants who were lost to follow-up.

CLINICAL SCENARIO (CONTINUED)

FOLLOW-UP OF PARTICIPANTS

In the CBT trial for depression in heart failure, participants were followed from baseline to 12 months post-randomisation. The flow of participants through the trial is clearly provided in Figure 1 of the article, which also lists the reasons for some people being unable to be followed up. Before the 6-month assessment, 16% of participants were lost to follow-up—that is, an 84% follow-up rate—which is around the 85% follow-up rate that is considered acceptable for trials. There were equal numbers lost from the two groups.

Loss to follow-up at the 9- and 12-month time points measures was higher. This trial used multiple imputation models to impute missing data so that analysis could use a full data set, consistent with analysis by intention-to-treat, which will now be examined.
Were participants analysed in the groups to which they were randomised using intention-to-treat analysis?

The final criterion for assessing a trial’s risk of bias is whether data from all participants were analysed in the groups to which participants were initially randomised, regardless of whether they ended up receiving the treatment. This analysis principle is referred to as intention-to-treat analysis. In other words, participants should be analysed in the group that corresponds to how they were intended to be treated, not how they were actually treated.

It is important that an intention-to-treat analysis is performed, because study participants may not always receive the intervention or control condition as it was allocated (that is, intended to be received). In general, participants may not receive the intervention (even though they were allocated to the intervention group) because they are either unwell or unmotivated, or for other reasons.
reasons related to prognosis.5 For example, in a study that is evaluating the effect of a medication, some participants in the intervention group may forget to take the medication and therefore do not actually receive the intervention as intended. In a study that is evaluating the effects of a home-based exercise program, some of the participants in the intervention group may not practise any of the exercises that are part of the intervention because they are not very motivated. Likewise, in a study that is evaluating a series of small-group education sessions for people who have had a heart attack, some participants in the intervention group may decide not to attend some or all education sessions because they feel unwell. From these examples, you can see that even though these participants were in the intervention group of these studies, they did not actually receive the intervention (either at all or only partly).

It may be tempting for the researchers who are conducting these studies to analyse the data from these participants as if they were in the control group instead. However, doing this would increase the numbers in the control group who were either unmotivated or unwell. This would make the intervention appear more effective than it actually is, because there would be a greater number of participants in the control group who were likely to have unfavourable outcomes. It may also be tempting for researchers to discard the results from participants who did not receive the intervention (or control condition) as was intended. This is also an unsuitable way of dealing with this issue, as these participants would then be considered as lost to follow-up and we saw in the previous criterion why it is important that as few participants as possible are lost to follow-up.

For the sake of completeness, it is important to point out that it is not only participants who are allocated to the intervention group but do not receive the intervention that we should think about. The opposite can also happen. Participants who are allocated to the control group can inadvertently end up receiving the intervention. Again, intention-to-treat analysis should be used, and these participants should still be analysed as part of the control group.

The value of intention-to-treat analysis is that it preserves the value of randomisation. It helps to ensure that prognostic factors that we know about, and those that we do not know about, will still be, on average, equally distributed between the groups. Because of this, any effect that we see, such as improvement in participants’ outcomes, is most likely to be because of the intervention rather than unrelated factors.

The difficulty in carrying out a true intention-to-treat analysis is that the data for all participants are needed. However, as we saw in the previous criterion about follow-up of participants, this is unrealistic to expect and most studies have missing data. There is currently no real agreement about the best way to deal with such missing data, but researchers may sometimes estimate or impute data.20,21 Data imputation is a statistical procedure that substitutes missing data in a data file with estimated data. Other studies may simply report that they have carried out an intention-to-treat analysis or that participants received the experimental or control conditions as allocated without providing details of what was actually done or how missing data were dealt with. In this case, as the reader of the article, you may choose to accept this at face value or to remain sceptical about how this issue was dealt with, depending on what other clues are available in the study report.

**CLINICAL SCENARIO (CONTINUED)**

**INTENTION-TO-TREAT ANALYSIS**

In the CBT trial for depression in heart failure, it is stated that data were analysed using intention-to-treat; and details about how missing data were imputed are provided in the statistical analysis section.
The role of chance

So far in this chapter, we have considered the potential for bias in randomised trials. Another aspect that is important to consider is the possibility that chance might be an alternative explanation for the findings. So, a further question that you may wish to consider when appraising a randomised trial is: did the study report a power calculation that might indicate what sample size would be necessary for the study to detect an effect if the effect actually exists? As we saw in Chapter 2, having an adequate sample size is important so that the study can avoid a type II error occurring. You may remember that a type II error is the failure to find and report a relationship when a relationship actually exists.22

CLINICAL SCENARIO (CONTINUED)

DID THE STUDY HAVE ENOUGH PARTICIPANTS TO MINIMISE THE PLAY OF CHANCE?

In the CBT trial for depression in heart failure, 158 participants were recruited. A power analysis had been performed. It had estimated that 240 participants would be needed to detect a between-group difference of 3 or more points on the BDI-II, previously determined as a clinically significant difference. The authors acknowledge the inability to recruit sufficient numbers but noted that this did not obscure the effect of the intervention on depression. However, small sample sizes (low power) can exaggerate the estimate of the magnitude of the effect23 and this needs to be considered when interpreting the results.

COMPLETENESS OF REPORTING OF RANDOMISED CONTROLLED TRIALS

As we have seen in many places throughout this chapter, it can often be difficult for readers of research studies to know whether a study has met enough requirements to be considered a well-designed and well-conducted randomised trial that is relatively free of bias. To help overcome this problem and aid in the critical appraisal and interpretation of trials, an evidence-based initiative known as the CONSORT (Consolidated Standards of Reporting Trials) statement13,24 has been developed to guide authors in how to completely report the details of a randomised controlled trial. The CONSORT statement is considered an evolving document and, at the time of writing, the most recent checklist contained 25 items (see Figure 4.2). Full details are available at www.consort-statement.org. The CONSORT statement is also used by peer reviewers of articles when the articles are being considered for publication, and many journals now insist that reports of randomised trials follow the CONSORT statement. The CONSORT statement also has a number of approved extensions—such as for particular trial designs (for example, cluster trials),25 interventions (for example, Template for Intervention Description and Replication (TIDieR),26 and types of data (such as harms data).27 This is helping to improve the quality of reporting of trials but, unfortunately, many articles still do not contain all of the information that readers require. Some of the reasons are that not all journals require, or enforce, adherence to the CONSORT statement and older articles were published prior to CONSORT’s development.

After appraising and determining that an article about the effects of an intervention appears to be reasonably free of bias, you then proceed to looking at the importance of the results.

UNDERSTANDING RESULTS

One of the fundamental concepts that you need to keep in mind when trying to make sense of the results of a randomised controlled trial is that clinical trials provide us with an estimate of
the *average* effects of an intervention. Not every participant in the intervention group of a randomised trial is going to benefit from the intervention that is being studied—some may benefit a lot, some may benefit a little, some may experience no change, and some may even be worse (a little or a lot) as a result of receiving the intervention. The results from all participants are combined and the *average* effect of the intervention is what is reported.

Before getting into the details about how to interpret the results of a trial, the first thing that you need to look at is whether you are dealing with continuous or dichotomous data:

- **Variables with continuous data** can take any value along a continuum within a defined range. Examples of continuous variables are age, range of motion in a joint, walking speed, and score on a visual analogue scale.

- **Variables with dichotomous data** have only two possible values. For example, male/female, satisfied/not satisfied with treatment, and hip fracture/no hip fracture.

The way that you make sense of the results of a randomised trial depends on whether you are dealing with outcomes that were continuous or dichotomous. We will look at continuous data first. However, regardless of whether the results of the study were measured using continuous or dichotomous outcomes, we will be looking at how to answer two main questions:

1. What is the **size** of the intervention effect?
2. What is the **precision** of the intervention effect?

**Continuous outcomes—size of the intervention effect**

When you are trying to work out how much of a difference the intervention made, you are attempting to determine the size of the intervention effect. When you are dealing with continuous data, this is often quite a straightforward process.

The best estimate for the size of the intervention effect is the **difference in means** (or medians, if that is what is reported) *between the intervention and the control groups*. Many articles will already have done this for you and will report the difference. In other articles, you will have to do the simple subtraction calculation yourself. Figure 4.3 shows a hypothetical example in which the mean pain (on a 0–100 scale) experienced by the control group is higher (80 points) than the mean pain for the intervention group (50 points) when measured post-intervention. The effect size is simply the difference between these two means (80 − 50 = 30 points). Those in the intervention group had (on average) 30 points less than those in the control group.

Let us consider a real example from a randomised controlled trial. In a trial of the efficacy of a self-management program for people with knee osteoarthritis in addition to usual care, compared with usual care, one of the main outcome measures was pain, which was measured using a 0–10 cm visual analogue scale with 0 representing ‘no pain at all’ and 10 representing ‘the worst pain imaginable’. At the 3-month follow-up, the mean reduction in knee pain was 0.67 cm (standard deviation [SD] = 2.10) in the intervention group and 0.01 cm (SD = 2.00) in the control group. This difference was statistically significant (*p* = 0.023). You can calculate the intervention effect size (difference in mean change between the groups) as: 0.67 cm minus 0.01 cm = 0.66 cm.

Note that, in this study, the authors reported the mean *improvement* (*reduction in pain*) scores at the 3-month follow-up (that is, the *change* in pain from baseline to the 3-month follow-up). Some studies report *change scores*; others report *end scores* (which are the scores at the end of the intervention period or follow-up period). Regardless of whether change scores or end scores are reported, the method of calculating the size of the intervention effect is the same. However, when dealing with change scores, you need the difference of the mean *change* between the intervention and control groups.
Clinical significance

Once you know the size of the intervention effect, you need to decide whether this result is clinically significant. As we saw in Chapter 2, just because a study finds a statistically significant result, it does not mean that the result is clinically significant. Deciding whether a result is clinically significant requires your judgment (and, ideally, your patient’s, too) on whether the benefits of the intervention outweigh its costs. ‘Costs’ should be regarded in the broadest sense to be any inconveniences, discomforts or harms associated with the intervention, in addition to any monetary costs. To make decisions about clinical significance, it helps to determine what the smallest intervention effect is that you and your patient consider to be clinically worthwhile. Where possible, this decision is one that should be reached in conjunction with the patient so that their preferences are considered. (This topic is considered further in Chapter 14.)

To interpret the results of a study, the smallest clinically worthwhile difference (to warrant using a self-management program in addition to standard care) needs to be established. Many trials do not comment on the clinical significance of the results, and when they do, it is often mentioned without any elaboration or justification.\(^2^9\) This might be decided directly by the health professional, by using guidelines established by research on the particular measure being used (if available), by consultation with the patient, or by some combination of these approaches. Frequently, health professionals make a clinical judgment based on their experience with a particular measure and by subsequent discussion with the patient about their preferences in relation to the costs (including both financial costs and inconveniences) involved. Health professionals then need to consider how the smallest clinically worthwhile difference that was determined relates to the effect found in the study. This determination is handled in a number of different ways in the literature.
One of the earliest methods for deciding important differences using effect sizes was developed by Cohen.\(^{30}\) Effect sizes (represented by the symbol \(d\)) were calculated by taking the difference between group average scores and dividing it by the average of the standard deviation for both groups. This effect size is then compared with ranges classified intuitively by Cohen: 0.2 being a small effect size, 0.5 a moderate effect size and 0.8 a large effect size. This general rule of thumb has consequently been used to determine whether or not a change or difference was important.

Norman and colleagues looked at effect sizes empirically (using a systematic review of 62 effect sizes from 38 studies of chronic disease that had calculated minimally important differences) and found that, in most circumstances, the smallest detectable difference was approximately half a standard deviation.\(^{31}\) They thus recommend that, when no other information exists about the smallest clinically worthwhile difference, an intervention effect should be regarded as worthwhile if it exceeds half a standard deviation. However, the use of statistical standards for interpreting differences has been criticised because the between-patient variability, or number of standard deviation units, depends on the heterogeneity of the population (meaning whether the population is made up of different sorts of participants).\(^ {32}\)

A more direct approach is to simply compare the mean intervention effect with a nominated smallest clinically worthwhile difference. If the mean intervention effect lies below the smallest clinically worthwhile difference, we may consider it to be not clinically significant. For our knee osteoarthritis example, let us assume that in conjunction with our patient we nominate a 20% reduction of initial pain as the smallest difference that we would consider to be clinically worthwhile in order to add self-management to what the patient is already receiving. Our calculations show that a 20% reduction from the initial average pain of 4.05 cm experienced by participants in this study would be 0.8 cm. If the intervention has a greater effect than a 20% reduction in pain from baseline, we may consider that the benefits of it outweigh the costs and may therefore use it with our patient(s). In this study, the difference between groups in mean pain reduction (0.66 cm) is less than 0.8 cm, so we might be tempted to conclude that the result may not be clinically significant for this patient.

An alternative approach that is sometimes used for considering the effect size relative to baseline values involves comparing the effect size to the scale range of the outcome measure. In this example, we would simply compare the intervention effect size of 0.66 cm in relation to the overall possible score range of 0–10 cm, and see that this between-group difference is not very large and therefore conclude that the result is unlikely to be considered clinically significant.

Note, however, that as this is an average effect there may be some patients who do much better than this and, for them, the intervention is clinically significant. Of course, conversely, there may be some patients who do much worse. This depends on the distribution of changes that occur in the two groups. One way of dealing with this is to look for the proportion of patients in both groups who improved, stayed the same or got worse relative to the nominated smallest clinically worthwhile difference. However, these data are often elusive, as they are often not reported in articles.

Another approach to determining clinical significance takes into account the uncertainty in measurement using the confidence intervals around the estimate. To understand this approach, we need to first look at confidence intervals in some detail.

**Continuous outcomes—precision of the intervention effect**

**How are confidence intervals useful?**

At the beginning of this results section, we highlighted that the results of a study are only an estimate of the true effect of the intervention. The size of the intervention effect in a study
approximates but does not equal the true size of the intervention effect in the population represented by the study sample. As each study only involves a small sample of participants (regardless of the actual sample size, it is still just a sample of all of the patients who meet the study's eligibility criteria and therefore is small in the grand scheme of things), the results of any study are just an estimate based on the sample of participants in that particular study. If we replicated the study with another sample of participants, we would (most likely) obtain a different estimate. As we saw in Chapter 2, the true value refers to the population value, not just the estimate of a value that has come from the sample of one study.

Confidence intervals are a way of describing how much uncertainty is associated with the estimate of the intervention effect (in other words, the precision or accuracy of the estimate). We saw in Chapter 2 how confidence intervals provide us with a range of values within which the true value lies. When dealing with 95% confidence intervals, what you are saying is that you are 95% certain that the true average intervention effect lies between the upper and the lower limits of the confidence interval. In the knee osteoarthritis trial that we considered above, the 95% confidence interval for the difference of the mean change is 0.05 cm to 1.27 cm. (See Box 4.2, on the following page, for how this was calculated.) So, we are 95% certain that the true average intervention effect (at 3 months follow-up) of the self-management program on knee pain in people with osteoarthritis lies between 0.05 cm and 1.27 cm.

**How do I calculate a confidence interval?**

Hopefully, the study that you are appraising will have included confidence intervals with the results in the results section. Fortunately, this is becoming increasingly common in research articles (probably because of the CONSORT statement and growing awareness of the usefulness of confidence intervals). If not, you may be able to calculate the confidence interval if the study provides you with the right information to do so. (See Box 4.2 for what you need.) An easy way of calculating confidence intervals is to use an online calculator. There are plenty available, such as those found at www.pedro.org.au/english/downloads/confidence-interval-calculator/. If the internet is not handy, you can use a simple formula to calculate the confidence interval for the difference between the means of two groups. (The formula is shown in Box 4.2.)

**Confidence intervals and statistical significance**

Confidence intervals can also be used to determine whether a result is statistically significant. Consider a randomised trial where two interventions were being evaluated and, at the end of the trial, it was found that, on average, participants in both groups improved by the same amount. If we were to calculate the size of the intervention effect for this trial it would be zero, as there would be no (0) difference between the means of the two groups. When referring to the difference between two groups with means, zero is considered a ‘no effect’ value. Therefore,

- if a confidence interval includes the ‘no effect’ value, the result is not statistically significant; and the opposite is also true:
- if the confidence interval does not include the ‘no effect’ value, the result is statistically significant.

In the knee osteoarthritis trial, we calculated the 95% confidence interval to be 0.05 cm to 1.27 cm. This interval does not include the ‘no effect’ value of zero, so we can therefore conclude that the result is statistically significant without needing to know the p value; although, in this case, the p value (0.023) was provided in the article and it also indicates a statistically significant result.

As an aside, if a result is not statistically significant, it is incorrect to refer to this as a ‘negative’ difference and to imply that the study has shown no difference and conclude that the intervention
was not effective. It has not done this at all. All that the study has shown is an absence of evidence of a difference. A simple way to remember this is that non-significance does not mean no effect.

Confidence intervals and clinical significance

We now return to our previous discussion about clinical significance. Earlier we saw that there are a number of approaches that can be used to compare the effect estimate of a study to the smallest clinically worthwhile difference that is established by the health professional (and sometimes their patient as well). We will now explain a useful way of considering clinical significance that involves using confidence intervals to help make this decision.

Before we go on to explain the relationship between confidence intervals and clinical significance, you may find it easier to understand confidence intervals by viewing them on a tree plot (see Figure 4.4). A tree plot is a line along which varying intervention effects lie. The ‘no effect’ value

---

**How to calculate the confidence interval (CI) for the difference between the means of two groups**

A formula that can be used is:

\[
95\% \text{ CI} = \text{Difference} \pm 3 \times \frac{\text{SD}}{\sqrt{n_{av}}}
\]

where:
- Difference = difference between the two means
- SD = average of the two standard deviations
- \( n_{av} \) = average of the group sizes

For the knee osteoarthritis study, Difference = 0.66; SD = \((2.10 + 2.00) ÷ 2 = 2.05\); and \( n_{av} = (95 + 107) ÷ 2 = 101\).

Therefore:

\[
95\% \text{ CI} = 0.66 \pm 0.61
\]

\[
= 0.05 \text{ to } 1.27
\]

When you calculate confidence intervals yourself, they will vary slightly depending on whether you use this formula or an online calculator. This formula is an approximation of the complex equation that researchers use to calculate confidence intervals for their study results, but it is adequate for the purposes of health professionals who are considering using an intervention in clinical practice and wish to obtain information about the precision of the estimate of the intervention’s effect.

Occasionally, you might calculate a confidence interval that is at odds with the \( p \) value reported in the paper (that is, the confidence interval might indicate non-significance when in fact the \( p \) value in the paper is significant). This might occur because the test used by the researchers does not assume a normal distribution (as the 95% confidence interval does) or because the \( p \) value was close to 0.05 and the rough calculation of the confidence interval might end up including zero as it is a less precise calculation.

Note: if the study reports standard errors (SEs) instead of standard deviations, the formula to calculate the confidence interval is:

\[
95\% \text{ CI} = \text{Difference} \pm 3 \times \text{SE}
\]

is indicated in Figure 4.4 as the value 0. Effect estimates to the left of the ‘no effect’ value may indicate harm. Also marked on the figure is a dotted line that indicates the supposed smallest clinically worthwhile intervention effect. Anything to the left of this line but to the right of the ‘no effect’ value estimate represents effects of the intervention that are too small to be worthwhile. Conversely, anything to the right of this line indicates intervention effects that are clinically worthwhile.

In the situation where the entire confidence interval is below the smallest clinically worthwhile effect, this is a useful result. It is useful because at least we know with some certainty that the intervention is not likely to produce a clinically worthwhile effect. Similarly, when an entire confidence interval is above the smallest clinically worthwhile effect, this is a clear result, as we know with some certainty that the intervention is likely to produce a clinically worthwhile effect.

However, in the knee osteoarthritis trial, we calculated the 95% confidence interval to be 0.05 cm to 1.27 cm. The lower value is below 0.8 cm (20% of the initial pain level that we nominated as the smallest clinically worthwhile effect), but the upper value is above 0.8 cm. We can see this clearly if we mark the confidence interval on to a tree plot (see Figure 4.5, tree plot A, on the following page). CI range indicates that there is uncertainty about whether or not a clinically worthwhile effect is occurring.

When the confidence interval spans the smallest clinically worthwhile effect, it is more difficult to interpret clinical significance. In this situation, the true effect of the intervention could lie either above the smallest clinically worthwhile effect or below it. In other words, there is a chance that the intervention may produce a clinically worthwhile effect, but there is also a chance that it may not. Another example of this is illustrated in tree plot B in Figure 4.5, using the data from a randomised controlled trial that investigated the efficacy of a guided self-management program for people with asthma compared with traditional asthma treatment.35 One of the main outcome measures in this study was quality of life, which was measured using a section of the St George Respiratory Questionnaire. The total score for this outcome measure can range from −50 to +50, with positive scores indicating improvement and negative scores indicating deterioration in quality of life compared with one year ago. At the 12-month follow-up, the difference between the means of the two groups (that is, the intervention effect size) was 8 points (in favour of the
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self-management group), with a 95% confidence interval of 2 to 15. This difference was statistically significant \((p = 0.009)\). Let us assume that we nominate a difference of 4 points to be the smallest clinically worthwhile effect for this example. In this example, the mean difference (8) is above what we have chosen as the smallest clinically worthwhile effect (4), but the confidence interval includes some values that are above the worthwhile effect and some values that are below it. If the true intervention effect was at the upper limit of the confidence interval (at 15), we would consider the intervention to be worthwhile, while if the true intervention effect was at the lower limit of the confidence interval (2), we may not. So, although we would probably conclude that

---

**Figure 4.5**

Tree plots showing the effect size, the smallest clinically worthwhile effect and the confidence interval associated with the effect size

In tree plot A, the estimate of the intervention effect size (0.66 cm) sits below the smallest clinically worthwhile effect of 0.8 cm and the confidence interval (0.05 cm to 1.27 cm) spans the smallest clinically worthwhile effect of 0.8 cm. The estimate of the intervention effect size is indicated as a small square, the 95% confidence interval about this estimate is shown as a horizontal line, and the dotted line indicates the supposed smallest clinically worthwhile intervention effect. In tree plot B, the estimate of the intervention effect size (8) is above the smallest clinically worthwhile effect (4) and the confidence interval (2 to 15) spans the smallest clinically worthwhile effect.
the effect of this self-management intervention on quality of life was clinically significant, this conclusion would be made with a degree of uncertainty.

The situation of a confidence interval spanning the smallest clinically worthwhile effect is a common one, and there are two main reasons why it can occur. First, it can occur when a study has a small sample size and therefore low power. The concept of power was explained in Chapter 2. As we also saw in Chapter 2, the smaller the sample size of a study, the wider (that is, less precise) the confidence interval is, which makes it more likely that the confidence interval will span the worthwhile effect. Second, it can occur because many interventions only have fairly small intervention effects, meaning that their true effects are close to the smallest clinically worthwhile effect. As a consequence, they need to have very narrow confidence intervals if the confidence interval is going to avoid spanning the smallest worthwhile effect. As we just discussed, this typically means that a very large sample size is needed. In allied health studies in particular, this can be difficult to achieve.

There are two ways that you, as a health professional who is trying to decide whether to use an intervention with a patient, can deal with this uncertainty:

- Accept the uncertainty and make your decision according to whether the difference between the group means is higher or lower than the smallest clinically worthwhile effect. However, keep the confidence interval in mind, as it indicates the degree of doubt that you should have about this estimate.

**Clinical Scenario (continued)**

**Main Results—Depression**

In the CBT trial for depression in heart failure, depressive symptoms measured by the BDI-II are reported as means (and standard deviations) at each time point. At 6 months (the main time point of interest in this trial), the mean difference between the two groups was $-4.43$ points ($95\% \text{ CI } -7.68 \text{ to } -1.18$), which was statistically significant. There are a few points to note about this. First, the negative sign indicates a reduction in depression (because, on this outcome measure, lower scores indicate less severe depression). Second, the confidence interval does not contain zero, and therefore this result was statistically significant.

Understanding the clinical significance of this result is more complex. At the time of writing, no research was found that specifically considers the smallest clinically worthwhile effect for the BDI-II for people with heart disease. The National Institute for Health and Care Excellence (NICE), however, suggests that a difference of 3 or more BDI-II points is a clinically significant treatment effect for depression in the general population. On this basis, the depressive symptoms in participants in both groups improved, on average, by a clinically significant amount; however, it is the between-group difference (a mean of $-4.43$) that we are really interested in, and it is also larger than the 3 points identified by the NICE guidelines. This suggests that this effect might be considered clinically significant, although this might ultimately be determined by discussion between the clinician and each patient. It also should be noted that the confidence interval for this mean change spans the 3 point score ($-7.68 \text{ to } -1.18$), meaning that the effect may be as small as a 1.18 reduction for some patients, which some may consider to be not clinically significant.

On the Beck Anxiety Inventory, the mean difference between the two groups at 6 months was $-4.47$ ($95\% \text{ CI } -7.70 \text{ to } -1.25$), which is statistically significant as the confidence interval does not contain zero. As the literature does not suggest what the smallest clinically worthwhile effect might be (particularly for people with heart disease), we could talk with our patients to see what amount of reduction in anxiety they would want to achieve.
• Try to increase the certainty by searching for similar studies and establishing whether the findings are replicated in other studies. This is one of the advantages of a systematic review, in particular a meta-analysis, as combining the results from multiple trials increases the sample size. The consequence of this is usually a more narrow (more precise) confidence interval which is less likely to span the smallest clinically worthwhile effect. Systematic reviews and meta-analyses are discussed in detail in Chapter 12.

Dichotomous outcomes—size of the treatment effect

Often the outcomes that are reported in a trial will be presented as dichotomous data. As we saw at the beginning of this results section, these are data for which there are only two possible values. It is worth being aware that data measured using a continuous scale can also be categorised, using a certain cut-off point on the scale, so that the data become dichotomised. For example, data on a 10-point visual analogue pain scale can be arbitrarily dichotomised around a cut-off point of 3 (or any point that the researchers choose), so that a pain score of 3 or less is categorised as mild pain and a score of above 3 is categorised as moderate/severe pain. By doing this, the researchers have converted continuous data into data that can be analysed as dichotomous data.

Health professionals and patients are often interested in comparative results—the outcome in one group relative to the outcome in the other group. This overall (comparative) consideration is one of risk. Before getting into the details, let us briefly review the concept of risk. Risk is simply the chance, or probability, of an event occurring. A probability can be described by numbers, ranging from 0 to 1, and is a proportion or ratio. Risks and probabilities are usually expressed as a decimal, such as 0.1667, which is the same as 16.67%. Risk can be expressed in various ways (but using the same data).37 We will consider each of these in turn:

1. relative risk (or the flip side of this, which is referred to as ‘relative benefit’)
2. relative risk reduction (or relative benefit increase)
3. absolute risk reduction (or absolute benefit increase)
4. number needed to treat.

Risk and relative risk (or relative benefit)

Consider a hypothetical study that investigated an exercise intervention to prevent the occurrence of falls in older adults. The control group \((n = 100)\) received no intervention and is compared with the intervention group \((n = 100)\) who did not receive the exercise intervention. Suppose that at the end of the 6-month trial, 25 of the participants in the control group had had a fall.

- The risk for occurrence of a fall in the control group can be calculated as \(25/100\), which can be expressed as 25%, or a risk of occurrence of 0.25. This is also known as the ‘Control Event Rate’ (CER).
- If, in the exercise group, only 5 participants had had a fall, the risk of occurrence would be \(5/100\), or 0.05. This is sometimes referred to as the ‘Experimental Event Rate’ (EER).

These data can be represented graphically, as in Figure 4.6.

We are interested in the comparison between groups. One way of doing this is to consider the relative risk—a ratio of the probability of the event occurring in the intervention group versus in the control group.38 In other words, relative risk is the risk or probability of the event in the intervention group divided by that in the control group. The term ‘relative risk’ is being increasingly replaced by ‘risk ratio’, which describes the same concept but reflects that it is a ratio that is being referred to. In the exercise for falls study, the relative risk (that is, the risk ratio) would be calculated by dividing the EER by the CER:
This can be expressed as: ‘The risk of having a fall for those in the exercise group is 20% of the risk in the control group.’

You may remember that when we were discussing continuous outcomes, the ‘no effect’ value was zero (when referring to the difference between group means). When referring to relative risk, the ‘no effect’ value (the value that indicates that there is no difference between groups) is 1. This is because if the risk is the same in both groups (for example, 0.25 in one group and 0.25 in the other group), there would be no difference and the relative risk (risk ratio) would be $0.25/0.25 = 1$. Therefore, a relative risk (risk ratio) of less than 1 indicates lower risk—that is, a benefit from the intervention.38

If we are evaluating a study that aimed to improve an outcome (that is, make it more likely to occur) rather than reducing a risk, we might instead consider using the equivalent concept of relative benefit. For example, in a study that evaluated the effectiveness of phonological training to increase reading accuracy among children with learning disabilities, we could calculate relative benefit as the study was about improving an outcome, not reducing the risk of it happening.

Sometimes a study will report an odds ratio instead of relative risk. It is similar, except that an odds ratio refers to a ratio of odds, rather than a ratio of risks. The odds ratio is the ratio of the odds of an event for those in the intervention group compared with the odds of an event in the control group. Odds are derived by dividing the event rate by the non-event rate for each group. The odds ratio is calculated by the following formula, where, again, ‘CER’ refers to the Control Event Rate and ‘EER’ to the Experimental Event Rate:

$$\text{Odds ratio (OR)} = \frac{\text{EER}/(1 - \text{EER})}{\text{CER}/(1 - \text{CER})}$$

Also, some studies may report the intervention effect as a hazard ratio. This typically occurs when a survival analysis has been performed. A hazard ratio is broadly similar in concept to a risk ratio (relative risk) and so can be interpreted in a similar manner—that is, it describes how many times more (or less) likely a participant is to experience the event at a particular point in time if they were in the intervention group rather than the control group.

**Relative risk reduction (or relative benefit increase)**

Relative risk reduction is another way of expressing the difference between the two groups, and is simply the proportional reduction in an event of interest (for example, falls) in the intervention group compared with the control group, at a specified time point. Again, there is a flip side of this concept, which is known as ‘relative benefit increase’. When appraising an article and using this concept, you need to keep in mind whether you are considering negative or positive outcomes:
• Relative risk reduction (RRR) is used to express the reduction in risk of a negative outcome (such as falling).
• Relative benefit increase (RBI) is used to express an increase in the probability of a beneficial outcome (such as returning to work).

The formula that can be used for calculating relative risk reduction or relative benefit increase is:

\[
\frac{(CER - EER)}{CER} \times 100
\]

The CER is simply the proportion of participants in the control group who experienced the event of interest. In our study of exercise to prevent falls, this was 25% (or 0.25). Similarly, the EER is the proportion of participants in the intervention (experimental) group who experienced the event of interest. This was 5% (or 0.05) in the exercise study.

Using our exercise study as an illustration, relative risk reduction can be calculated as: \((0.25 - 0.05) / 0.25 = 0.80\). We could multiply this by 100 to get 80% and report that the participation in an exercise group reduced the risk of falls by 80%.

Alternatively, if you already know the relative risk, then the relative risk reduction can be calculated easily using the formula:

\[RRR = 1 - RR\]

In our example, where the relative risk (RR) is 0.20, the relative risk reduction is 0.80 or 80% (calculated as \(1 - 0.20\)).

The main difficulty in the use of relative risk reduction is that it does not reflect the baseline risk of the event. This means that, as a reader, you are unable to discriminate between small intervention effects and large ones. Baseline risk has an important role to play. To understand this, you need to think about the risk in different populations. For example, in the general population the risk of falling might be between 8% and 40% (depending on factors such as gender, age, comorbidities, and so on). Reducing the risk of falls in a population that has a low risk to start with is very hard to achieve, and any risk reduction that is found would be fairly small (and as you will see in the next section, absolute risk reduction would be smaller still). However, in a population of people who more commonly have falls (such as older adults and those who have previously fallen), the risk of recurrence is much higher and it would, therefore, be easier to achieve a larger relative risk reduction. Interventions that reduce the risk in populations who are at high risk of the event under consideration are likely to be clinically worthwhile.

Another difficulty with the use of the relative risk reduction concept is that it can make results seem more impressive than they really are. Expressing the effects of an intervention in relative terms will result in larger percentages than when the same intervention is expressed in absolute terms. For example, suppose the use of a particular type of mattress reduced the risk of pressure sores from 0.05 to 0.025. In relative terms, the mattress reduces the risk by 50% (calculated by: \(0.025 / 0.05 = 0.5\), or 50%), while in absolute terms it reduces the risk by 2.5% (calculated by: \(0.05 - 0.025 = 0.025\), or 2.5%). Similarly, in the hypothetical trial on exercise for reducing occurrence of falls the relative risk reduction seems an impressive 80% but, as we will see later, the absolute difference in the rate of events between groups is only 20%. So, we can see that the concept of relative risk reduction can inflate the appearance of intervention effectiveness.

You should also be aware that two studies might have the same relative risk reduction but there may be a large difference in the absolute risk reduction. As we saw in the example above about reducing the risk of pressure sores by using a particular type of mattress, a reduction in
Evidence about effects of interventions

The risk of a fall from 0.05 to 0.025 reduces the relative risk by 50%, while in absolute terms it reduces the risk by 2.5%. Let us say that another study found that the risk of pressure sores in a very high-risk group of people was reduced from 0.8 to 0.4 because of the intervention (the mattress). In relative terms, although the mattress reduced the relative risk by 50% (calculated by: \(0.8 \div 0.4 = 0.5\), or 50%), the absolute risk reduction is 40%, which is a more clinically valuable result than the absolute risk reduction of 2.5% that the first study found.

**Absolute risk reduction (or absolute benefit increase)**

Another way of presenting information about dichotomous outcomes is by referring to the absolute risk reduction. The absolute risk reduction is simply the absolute arithmetic difference in event rates between the experimental (intervention) and the control groups.41 This is shown graphically in Figure 4.7. Absolute values are simply the value of a number, regardless of its sign (positive or negative sign). The notation used for absolute values is vertical bars either side of the value, for example: |x|. The absolute arithmetic difference for risk reduction is calculated as: \(\text{EER} - \text{CER}\). As with the previous methods of calculating risk that we have explained, there is a flip side to this concept. This is known as absolute benefit increase and is used when referring to a beneficial outcome (such as being discharged home instead of discharged to residential care).

In our hypothetical exercise study for reducing the risk of falling, the absolute risk reduction would be 25% - 5% = 20%. This could be expressed as: ‘the absolute risk of having a fall was 20% less in the people who were in the exercise group compared with those in the control group’.

A big absolute risk reduction indicates that the intervention is very effective, but how big is big enough to be considered clinically significant? A more meaningful measure, known as ‘number needed to treat’, can be used instead.

**Number needed to treat**

We saw that the absolute risk reduction of having a fall in the exercise study was calculated as 20%, but is this clinically worthwhile? Number needed to treat (NNT) is a method of making the magnitude of the absolute risk reduction more explicit and is a more clinically useful concept.42 The number needed to treat is simply the inverse of absolute risk reduction42 and is calculated as:

\[
1 \div (\text{EER} - \text{CER})
\]

It tells you the number of people who would need to be treated to achieve the event of interest once. In the trial of exercise for preventing a fall, the number needed to treat is \(1 \div (0.25 - 0.05) = 5\). So, in this example, you would have to treat 5 people for 6 months with the hypothetical exercise intervention to prevent one (extra) person from having a fall (when compared with the control group). Obviously, a smaller number needed to treat is better than a large one. An intervention that has a smaller
number needed to treat is more effective than an intervention that has a larger number needed to treat.

This concept of number needed to treat makes it easier to consider clinical significance, as you can more easily weigh up the benefits of preventing the event in one person against the costs and harms of providing the intervention. The size of the smallest clinically worthwhile effect (that is, the smallest worthwhile number needed to treat) will then depend on the seriousness of the event and the costs and harms of the intervention.

Another handy feature when using number needed to treat is that you can compare two different interventions that are trying to achieve the same outcome that have the same number needed to treat, but have other features that are different. For example, one of the interventions may have a shorter intervention time and/or result in fewer side effects and/or be more convenient to patients and/or be less expensive. It is important to consider features such as these that a particular intervention has when making a decision about which intervention to use with a patient.

**Applying results to your clinical situation**

Most health professionals find it difficult to translate the results from studies to individual patients or to specific clinical situations, as studies usually only tell us about the average effects of the intervention. Further, the participants who took part in the study may be different from the patients that we see, and the intervention may differ from the intervention that we use. However, as a rough guide, if your patient is ‘healthier’ or the situation that you are considering is more optimistic than that in the study, the number needed to treat would be lower, the relative benefit increase would be higher, the mean difference would be larger, and so on. If, however, your patient is ‘worse off’, or the situation that you are considering is worse than that in the study, the number needed to treat would be higher, the relative benefit increase would be lower, the mean difference would be smaller, and so on. A solution to applying the results of a trial to patients with higher or lower levels of risk has been described by Straus and Sackett and you may wish to read their article to learn more about this.

**Dichotomous outcomes—precision of the treatment effect**

Confidence intervals are also important to consider when examining dichotomous outcomes as, again, they indicate how much uncertainty is associated with the estimate of the intervention effect (in other words, the precision or accuracy of the estimate). The principles of confidence intervals associated with dichotomous data are similar to those for continuous data, but there is one very important difference to consider—what is the appropriate ‘no effect’ value to use?

- For effect size estimates where subtraction is involved, such as mean differences (for continuous outcomes) and absolute risk reductions, the ‘no effect’ value is 0.
- For effect sizes that involve division, such as risk ratios and odds ratios, the ‘no effect’ value is 1.

Therefore, you can see that it is important to consider the type of effect measure you are interpreting in order to reliably interpret the confidence interval. The same general principle applies, though—a 95% confidence interval that does not include the ‘no effect’ value indicates that the result is statistically significant. Table 4.1 presents a summary of the dichotomous effect measures, including what their ‘no effect’ value is, that have been discussed in this section of the chapter.

As we could do with continuous outcomes, if the confidence interval has not been provided by the authors of the article it is sometimes possible to calculate an approximate confidence interval. This is illustrated in Box 4.3. Again, a simplified version of the more complex equation is used, but the confidence interval that is calculated is sufficient for use by health professionals who wish to
<table>
<thead>
<tr>
<th>Type of measure</th>
<th>Definition</th>
<th>Formula</th>
<th>‘No effect’ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative risk (RR) (also called ‘risk ratio’)</td>
<td>The ratio of the probability of the event occurring in the intervention group versus the control group. Expressed as either a decimal proportion or a percentage.</td>
<td>The risk of an event in the intervention group divided by the risk in the control group: EER ÷ CER</td>
<td>1</td>
</tr>
<tr>
<td>Relative risk reduction (RRR)</td>
<td>The proportion of the risk that is removed by the intervention. That is, the proportional reduction in an event of interest in the intervention group compared with the control group. Usually expressed as a percentage.</td>
<td>(CER – EER) ÷ CER × 100 or 1 − RR</td>
<td>0</td>
</tr>
<tr>
<td>Absolute risk reduction (ARR)</td>
<td>The absolute arithmetic difference in event rates between the experimental (intervention) and control groups. Usually expressed as a percentage.</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Number needed to treat (NNT)</td>
<td>The number of people that would need to be treated for the event of interest to occur in 1 person.</td>
<td>1 ÷ ARR or 1 ÷ (EER – CER)</td>
<td>Infinity.</td>
</tr>
<tr>
<td>Odds ratio (OR)</td>
<td>The odds of an event in the intervention group divided by the odds of an event in the control group. Usually expressed as a decimal proportion.</td>
<td>[EER/(1 − EER)] ÷ [CER/(1 − CER)]</td>
<td>1</td>
</tr>
</tbody>
</table>

CER = Control Event Rate; EER = Experimental Event Rate.

**How to calculate the confidence interval (CI) for absolute risk reduction**

A formula⁴⁰ that can be used is:

\[
95\% \text{ CI} = \text{Difference in risk} \pm 1/\sqrt{n_{av}}
\]

where \(n_{av}\) = average of the group sizes.

For our study of exercise, the 95% confidence interval for the absolute risk reduction would be:

\[
= (30\% − 5\%) \pm 1/\sqrt{100} = 25\% \pm 0.1 = 25\% \pm 10\%
\]

This tells us that the best estimate of the absolute risk reduction achieved from participating in an exercise group is 35% and that the 95% confidence interval extends from 15% to 35%.

use the information to assist in clinical decision making. Once you know the confidence interval for the absolute risk reduction, if you wish you could plot it, the effect estimate and the smallest clinically worthwhile effect on a tree plot in the same way that we did for continuous outcomes in Figure 4.5.

Calculating the confidence intervals for number needed to treat is fairly straightforward, as you just use the inverse of the numbers in the confidence interval of the absolute risk reduction. However, understanding how to interpret the confidence intervals for number needed to treat can be complicated, and the article by Altman is recommended to understand this in detail.

**CLINICAL SCENARIO (CONTINUED)**

**MAIN RESULTS—DICHOTOMOUS**

In the CBT for depression for people with heart failure trial, the authors dichotomised the scores from the BDI-II so that participants with scores of \( \leq 9 \) were considered to have achieved a remission from depression, while those scoring above this did not. Note that in using the data this way, achieving a remission is a *positive* change and therefore we need to think in terms of *benefit* rather than *risk*. The authors indicate that 46% of participants in the CBT group achieved remission from depression, compared with 19% in the control group. From this we can work out that the **absolute benefit increase** is \( 0.46 - 0.19 = 0.27 \) (27%). The **number needed to treat** is the inverse of the absolute benefit increase, so \( 1/0.27 = 3.70 \). The authors provide the 95% confidence interval of the number needed to treat as 3.62 to 3.90. Rounding the number needed to treat up to 4 (since you can’t have 3.76 people) indicates that you would have to treat 4 people for 6 months with CBT for one extra person to achieve a remission from depression. With this information, you can, along with your patient, weigh up the likelihood of achieving remission from depression against the costs, risks and inconveniences of the intervention.

When making sense of the results of a randomised trial, one further issue that you should be aware of is that trials usually report results from many different outcomes. With so much information to process it may be helpful, in some cases, for you to focus your attention on the main outcome(s) of the trial, the outcome(s) of interest to the question that you initially formed and/or the outcome that is of interest to your patient. If you have got to this point and determined that the article that you have been appraising not only appears to be reasonably free of bias but also contains some clinically important results, you then proceed to look at whether you can apply the results from the study to your patient or clinical situation. This is the third and final step of the critical appraisal process that we described in Chapter 1.

**HOW CAN WE USE THIS EVIDENCE TO INFORM PRACTICE?**

If you have decided that the validity of the study you are appraising is adequate and that the results are clinically important, the final step of the critical appraisal process is to consider the application of this information to the clinical situation that prompted your original clinical question. To do this, there are a few important questions that should be considered:

- Do the results apply to your patient or situation?
- Do the benefits found outweigh any harm, costs and/or inconveniences that are involved with the intervention?
- What other factors might need to be considered when applying this evidence?
Do the results apply to your patient or situation?

When considering whether the results apply to your patient or situation, you essentially need to assess whether your patient is so different from the participants in the study that you cannot apply the results of the study that you have been reading to your patient or situation. So, rather than just thinking about the study’s eligibility criteria with respect to your patient, are the differences problematic enough that the results should not be applied? Further to this, results can sometimes be individualised to a particular patient by considering the individual benefit and harm for that patient. There is some complexity involved in doing so, which is beyond the scope of this book. If you wish to learn about this further, you are advised to read the article by Glasziou and Irwig45 to understand how this may be done.

Do the benefits found outweigh any harm, costs and/or inconveniences that are involved with the intervention?

Understanding whether benefits outweigh harms, inconveniences or costs requires using information about benefits that is given in terms of the size of the intervention effect (for example, mean differences, relative risk reduction, number needed to treat) and comparing this against possible harms or even inconveniences. When information about harm and cost is provided in the article, this is relatively straightforward. However, this type of information is often not provided and some estimate of the costs associated with the intervention might need to be made. Information about harm is obviously more difficult to estimate, and other sources might need to be consulted to get a sense of the potential harms involved. This is a grey area of practice in which clinical experience and discussion with patients about their preferences and values become very important.

What other factors might need to be considered when applying this evidence?

A further important question to consider is: what other factors might need to be considered when applying this evidence? When you are thinking about what other factors affect the delivery of an intervention, there are a few key questions that you can ask, such as:

- How much does it cost?
- How many sessions might be involved or how long would the patient need to stay in hospital?
- How far would the patient (or the health professional) need to travel?
- Are the resources (for example, any equipment that is needed) available to deliver the intervention?
- Do you or other health professionals working with you have the skills to provide the intervention?
- Are the details of the intervention sufficiently described in the article or available elsewhere so that intervention can be accurately provided?

A central component of applying research evidence to your patient is discussing the information with them. The success of many interventions is dependent on the health professional successfully providing the patient with appropriate information.

Involving the patient in the decision-making process is important, and this is discussed further in Chapter 14. In Chapter 1 we emphasised the need for integrating information from patients, clinical experience, research and the practice context. To do so is the art of evidence-based practice. Integrating so many pieces of information from many different sources is certainly an art form and one that requires clinical reasoning and judgment. The roles of clinical reasoning and judgment are discussed further in Chapter 15.
CLINICAL SCENARIO (CONTINUED)

USING THE EVIDENCE TO INFORM PRACTICE

So, what can we conclude from our reading of the CBT trial article? You know that depression is common among people with heart failure, that it is associated with an increased risk of mortality and poorer quality of life, and that tackling depression is an important issue. In summary, this trial was a well-constructed trial, although it was unable to achieve blinding of participants, health professionals or study personnel. This leads you, as the reader, to be a bit cautious of the results reported. For example, the depression data were collected by participant self-report, which would be subject not only to error but also to differential bias (that is, there could be systematic differences in the self-reports of people in the intervention compared with those in the control group due to their knowledge about which group they were in). Participants in the intervention group also received more contact over the time of the trial, which makes you wonder what part that extra attention might have played in influencing outcomes.

At 6 months, the intervention group had lower levels of depressive symptoms than the control group (a mean between-group difference of –4.43) and this was sustained at the 9- and 12-month follow-ups. However, even though the 6-month result was statistically significant, you consider its clinical significance to be uncertain and you have similar concerns about the effect on anxiety at 6 months. Rates of remission from depression were higher in the intervention group than the control group, with an NNT of 4. As the reader of this article, you need to consider how the biases present in this study might have affected these results. You then also need to consider how to apply these results in your situation.

Do the results apply to our patient or situation?
The group of people that we were concerned about were people with heart failure who also had depression. The study that we looked at involved men and women with a mean age of 55.8 years who had a depression score of ≥14 on the BDI-II. It is likely that these results do apply to the group of people that we are concerned about.

Are the benefits worth the harms and costs?
While there are few ‘harms’ associated with this intervention, CBT can explore painful feelings, emotions and experiences that may, at times, make people feel emotionally uncomfortable. No details about costs of the intervention are provided in the article. All we know is that the intervention involved 1 hour of CBT per week and tapered off to monthly treatment towards the end of the 6 months, with a number needed to treat of 4. A very general idea of costs can be determined from this information. For individual patients, the ‘cost’ to them can be thought about in terms of the time commitment, inconvenience, potential disruption of other activities, and travel involved in attending weekly CBT sessions.

Other factors to consider
Other practical factors to consider are the availability of this type of CBT program in your clinical vicinity or, if you were to run it at the community health centre, the resources (such as staffing and space, or any training or intervention materials needed) and costs that would be involved. Data about the cost-effectiveness of this intervention would be valuable to further facilitate your team’s decision making about whether to implement this intervention or not.
**SUMMARY POINTS OF THIS CHAPTER**

- The effects of intervention are best determined through rigorous randomised controlled trials (or, better still, systematic reviews of randomised trials), as their methods best reduce the risk of bias.
- Most randomised controlled trials are not free from bias. Key questions that should be asked when appraising the risk of bias in a randomised trial are:
  - How were participants randomised to groups?
  - Was the allocation sequence concealed?
  - Were the groups similar at baseline?
  - Were participants, health professionals and study personnel blind to group allocation?
  - Was follow-up adequate?
  - Was intention-to-treat analysis used?
- Our understanding of the risk of bias that is present in a study is affected not just by the methods that the researchers used, but also by how well these are reported in the article that describes the study.
- Two factors to consider when making sense of the results of a randomised trial are:
  - the size or magnitude of the intervention effect (this may be provided as continuous data or dichotomous data); and
  - the precision of the intervention effect (which can best be determined by inspecting the confidence interval for the intervention effect).
- Applying the results of the study requires thinking through whether the results apply to your patient or situation, a range of logistical factors that can affect the delivery of the intervention, and, in collaboration with your patient, discussing whether the possible benefits outweigh any harm, costs or inconveniences.
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